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ABSTRACT

The main purpose of this paper is to observe and analyze how people’s localization performance changes as the
HRTFs used transition from an individualized set to a non-individualized (generic) set. Two common HRTF
interpolation techniques, one in the time domain and the other in the frequency domain, are used to create averaged
sets of HRTFs which fit between the two extremes and helps to examine the trend of localization behavior change
through this continuum.

1 Introduction

The recent boom in XR (virtual, augmented, and mixed
reality) technology has brought an increased necessity
to 3D audio developments for these applications, in
particular tackling the problem of personalized Head-
Related Transfer Functions (HRTFs) to create a more
realistic and immersive sound environment.

In their research, Roginska, Gregory & Thomas (2010)
pointed out that non-individualized HRTFs are capable
of providing as good of a spatial image as individual-
ized ones through a process of user preference selection
of HRTFs based on externalization quality, elevation,
and front/back discrimination [1]. As a result, some
papers have discussed the use of machine learning tech-
niques on HRTF databases to achieve preference selec-
tion [2].

Other research still stresses the importance of individu-
alized HRTFs and focuses on finding more convenient

ways to capture it, such as physical modeling [3] or
incorporating the measurement process into real world
environments that does not require the need for an ane-
choic chamber or special excitation signals such as a
sine sweep [4].

However, there is relatively little research done so far
in comparing differences between human’s localiza-
tion performances on individualized versus generalized
HRTFs in the same environment, and how the local-
ization performance changes as the HRTFs are shifted
between these spectrums via averaging and interpola-
tion methods of two sets. As a result, the main purpose
of this paper is to observe how people’s localization per-
formance and behavior changes in response to HRTF
sets generated by averaging general and individualized
HRTFs and interpolating between the two.

In section 2 of this paper, the background knowledge
of human sound localization behavior and the HRTF
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interpolation techniques utilized in this research is pre-
sented.

In section 3 of this paper, the process of obtaining the
averaged sets of HRTF from the individualized and
generic sets with techniques in time domain and fre-
quency domain respectively are described in detail. In
addition, the VR application built in Unity to run the
subjective testing and capture subjects’ sound localiza-
tion data is also detailed.

The subjective testing is also described below, where
users were asked to localize 30 short bursts of broad-
band noise signals for four sets of HRTFs (generic, in-
dividual, averaged set generated from the time domain
method, and averaged set generated from the frequency
domain method). Subjects were only asked to localize
sounds along the horizontal plane.

2 Literature Review

2.1 Head-Related Transfer Function

Humans use three important auditory cues to localize
sounds and pinpoint where they are coming from. The
three cues are known as the Interaural Level Difference
(ILD), Interaural Time Difference (ITD) and Spectral
cues. It is indicated that the ILD is “the amplitude dif-
ference of the audio signal perceived at the eardrums”,
while the ITD is defined as “the delay between the ar-
rival time of a waveform at the first and second ear.”
ILD and ITD cues provide the brain information to
locate sounds along the horizontal plane [5].

However, since sounds that fall on the median plane
will result in no changes between the ITDs and ILDs
between each ear, spectral cues from reflections off the
pinna and other body parts such as the shoulders are
necessary to localize sounds along this plane [6]. As a
result, according to [7], this often results in a front/back
or a up/down confusion on sound localization. In order
to identify the elevation of the sound source during
localization, more detailed spectral cues are needed.

As the sound reflects within the convolution of external
ear, specifically the pinnae, spatial cues that disam-
biguate the potential locations of the source are cre-
ated. To be more specific, the changes in the frequency
spectrum of the sound source, which resulted from dif-
ferent reflection angles of each sound wave, provide
the human brain with the necessary information for

identifying the position of the source relative to the
listener.

In conclusion, the ITDs, ILDs, and spectral cues can
be considered as filters by the physical structure of hu-
man torso, head and pinna. The combination of these
auditory cues is used in developing head-related trans-
fer functions (HRTFs) which describes the effects of
the cues as a linear time-invariant system [8]. HRTFs
represent head-related impulse responses (HRIRs) as
a result of a transfer function from the time domain to
the frequency domain, and can be identified by direct
excitation with various approaches such as an exponen-
tial sine sweep, impulse of Gaussian white noise, and
MLS codes.

2.2 HRTF Interpolation

In a time-variant sound field environment, updating a
dense grid of HRTFs is necessary to get binaural audio.
However, if the spatial resolution between each HRTF
is too large, spatial artifacts will become present while
switching directly from one HRTF point to another [9].
To prevent such spatial artifacts caused by a lack of res-
olution between HRTF points, different interpolation
methods were proposed to interpolate points between
different sets (individual sets that may lack in resolu-
tion and generic sets which have many points and high
resolution) such as direct interpolation in the time do-
main [10] or frequency domain [11], to fulfill a smooth
transition. For the purpose of this paper, two of the lin-
ear interpolation methods, one in the time-domain and
one in the frequency domain, are chosen and modified
to obtain an averaged set of HRTFs from individual
and generic sets.

The two HRTF interpolation techniques used in this
paper are based on [12] and [13] respectively.

One of the most commonly used interpolation algo-
rithms is the linear time domain method due to its
computational efficiency. However, the time delay dif-
ference between the HRIRs corresponding to locations
near the desired spatial location sometimes results in a
distorted magnitude spectrum on the interpolated HRIR.
As a result, researchers came up with several different
approaches to preprocess the data. For example, align-
ing two neighboring HRIRs on the time axis before
interpolating them. It has been found that this method
produces less absolute error between the logarithmic
magnitude spectrum of the interpolated point and the
corresponding original HRIR.
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Despite the fact that a lot of the research approximates
the phase component of HRTFs with onset delay, it
has been stated that minimum-phase version of HRTF
still contains some temporal components. However, if
a set of HRTF is separated into phase and magnitude
components, the temporal and spectral components can
be processed separately. In addition, It is stated that
the phase component of weighted averaged complex
HRTFs is not exactly the same as the weighted average
of phase response. Therefore, the method used in this
paper was originally proposed in [13] to ensure that the
complete phase response is included and accurately rep-
resented when interpolating HRTFs over the horizontal
plane.

3 Methods

3.1 HRTF measurements

10 Subjects’ individual HRIRs were measured in the
NYU MARL research lab. The ScanIR tool [14] was
used to generate the sine sweep, played back via a Gen-
elec 8030A loudspeaker and recorded with the BACCH-
BM Pro binaural in-ear microphones. In addition to
generating the sine sweep, ScanIR also records the
HRIRs. A Sound Devices USBPre 2 interface was
used to send the sine sweep to the speaker and receive
the incoming the microphone signals for recording at
a sampling rate of 96kHz. Subjects were placed at a
distance of one meter away from the speaker, with the
high frequency driver at ear level. Individual HRIRs
were recorded at 24 points across the horizontal plane,
every 15◦.

The generic set of HRTFs used were also recorded
in the NYU MARL research lab using a Neumann
KU-100 binaural dummy head attached to a stepping
motor controlled by an Arduino UNO and MATLAB,
using the Psychtoolbox [15] as well as the Arduino sup-
port package for MATLAB. A modified version of the
ScanIR tool was used to generate the sine sweep and
record the HRIRs; the tool was modified for use with a
multi-loudspeaker configuration as well as the stepping
Arduino motor. Six Genelec 8030A loudspeakers were
arranged in a spiral configuration, with a spacing of
22.5◦ in azimuth and 18◦ in the median plane. The
dummy head was placed with a one meter radial dis-
tance from the 0◦ azimuth speaker. The resulting set
of HRTFs contains a total of 1200 measurement points,
200 along the azimuth and 6 elevations per step [6].

For the purpose of this paper, only the points along the
horizontal plane were used.

3.2 Time Domain HRTF Interpolation

Since each HRIR can be represented as a minimum-
phase system integrated with a positional dependent
ITD, the first step of the time domain interpolation
method is to get the ITDs from both individualized and
generic set of HRTF. In order to achieve that, a cross-
correlation is performed on each pair of the left-ear and
right-ear HRIRs. In other words, ITD is estimated as
the difference of the left and right HRTF arrival time
as in Equation 1.

IT Dθ ,φ = argmax∑hl,θ ,φ (n)hr,θφ (n− t) (1)

According to Smith (2011), any filter transfer func-
tion can be made minimum-phase by completely fac-
toring it and reflecting all the zeros of the filter in-
side the unit circle [16]. However, factoring such a
large polynomial can be impractical. An approximate,
non-parametric method based on the property of com-
plex cepstrum, which is that each minimum-phase and
maximum-phase zero in the spectrum gives rise to a
causal and anti-causal exponential in the cepstrum re-
spectively. As a result, by converting the latter to the
former, the corresponding spectrum is transformed non-
parametrically into its minimum-phase version [12].

After the minimum-phase HRTF is obtained, the in-
dividualized and generic frequency spectrums are
summed and averaged to get the third set of HRTF
based on these two sets. In the original paper, the time
related component, such as the ITD, is also averaged
between HRTFs at different angles. For example, the
HRTF at 15◦ azimuth, 0◦ elevation is interpolated with
the one at 10◦ azimuth, 0◦ elevation and 20◦ azimuth,
0◦ elevation. However, in our paper the individualized
ITD is inserted back onto the averaged set of HRTFs
for the reason that in the previous literature, HRTF in-
terpolation is only utilized on the data captured from
the same person.

However, the same technique is used to average differ-
ent sets of HRTFs, which in the case of this paper is
a subject’s individualized HRTFs and a generic set of
HRTFs. According to previous research, ITD alone pro-
vides a critical piece of information for sound localiza-
tion. The complete process of obtaining the averaged
HRTF is demonstrated above in Figure 1.
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calculated as the absolute difference between the az-
imuth degree of the target and of the reported location.
Second, the speed at which each subject localizes the
sounds is directly reflected by their response time on
each trial. Lastly, the head rotation data, recorded every
50 ms, is processed to find the onset of each subject’s
head movement and in which way they initially turn
their head to search for the target.

Given that this experiment provided subjects adequate
time to localize the sound and the fact that every subject
is instructed to prioritize the accuracy of performing
the task over speed, any trial with an error larger than
45◦, which is significantly larger than the highest lo-
calization blur of humans on the azimuth plane and is
commonly used as the boundary for rough direction
pointing, is considered invalid and is removed from
the results. These severe errors over 45◦are not what
we are trying to analyze in our research, because the
localization performance difference between generic
and individualized HRTF should be smaller than local-
ization blur, and huge errors will also skew the data.

4.3.2 Accuracy

As a first impression of the data, the mean and standard
deviation of all subjects’ error with each of the four sets
of HRTFs is shown in Table 1, and the mean of ranking
of all subject’s error, the lower the error value the higher
the ranking, with all sets of HRTFs is shown in Table
2. As can be seen from the tables, the individualized
HRTFs produced the best results, while an increase in
the subject’s errors can be seen when tested using the
generic HRTFs. One thing to notice is that the standard
deviation of subject’s error values with the use of the
generic HRTFs is significantly higher in comparison to
the other three sets.

Error(degree) Gen Freq Time Ind
Mean 11.74 7.03 8.06 6.80
Std 9.3 2.7 2.65 2.69

Table 1: The mean and standard deviation of all sub-
jects error on four sets of HRTFs

Error(ranking) Gen Freq Time Ind
Mean 3.1 2.2 2.8 1.7

Table 2: The mean of ranking of all subjects error on
four sets of HRTFs

4.3.3 Speed

The mean and standard deviation of all subjects with
each set of HRTFs are demonstrated in Table 3. Based
on the data, there is no clear trend on how any set of
HRTFs significantly influences subject’s performance.

Resp Time(secs) Gen Freq Time Ind
Mean 8.82 7.55 9.33 5.18
Std 1.55 1.39 2.30 1.79

Table 3: The mean and standard deviation of all sub-
jects response time on four sets of HRTF

4.3.4 Head Movement Onset

In order to find the onset for each trial, the velocity
of a subject’s head movement, which is calculated as
the derivative of the head rotation data every 50ms, is
extracted from the raw data and sorted in ascending
order. The greatest five values are considered but only
the first in time is determined as the onset.

To minimize the chance of selecting an incorrect onset
time frame due to subject’s continuous head movement
while searching for the target, the five highest velocity
values found at all time points are picked as candidates
rather than choosing the highest one directly. Finally,
the output value is the index of the onset time frame
and needs to be converted into the onset time in mil-
liseconds.

Onset(frames) Gen Freq Time Ind
Mean 30.01 21.88 28.31 21.65
Std 12.94 8.48 10.63 9.18

Table 4: The mean and standard deviation of all sub-
jects onset on four sets of HRTF

The mean and standard deviation of all subject’s onset
time with each four sets of HRTF is shown in Table 4.
As can be observed from the data, the data distribution
of onset time between different sets of HRTFs follows
a trend similar to the one for error value, which will be
discussed in detail in the section 4.

4.3.5 Head Rotation Pattern

Head rotation pattern is relatively problematic to ana-
lyze due to the difficulty of converting it into statisti-
cally processable data. However, a systematic obser-
vation can be made on the plots generated for demon-
strating each subject’s head rotation changes in time.
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HRTFs is noticeably higher than others. With a closer
look of the data, we found that there are two subjects
who have much larger mean errors while performing
the localization task with generic HRTFs. As a result,
a ranking chart is also provided in Table 2 to help us
view the data without outliers. Despite the fact that
the general pattern stays the same, the mean ranking is
more evenly distributed comparing to directly looking
at the error value.

In terms of the response time, no trend can be identified
just by looking at the mean and standard deviation on
Table 3. But this information helps us to interpret
the onset time data. Usually, the onset time somehow
follows the trend of response time, since people tend to
have a shorter response time in finding the stimulus if
they start moving their head earlier. Nevertheless, the
pattern observed on the mean data in Table 4 is actually
more similar to what we’ve seen in Table 1, which
charts the error values. As a result, the head movement
onset, which represents how easy it is for the subjects
to localize the sound source at an instance, is positively
correlated with amount of error that subjects made in
our experiment.

Finally, the head rotation plot provided good represen-
tations of the kinds of movement people do and how
efficient they are in finding the sound source with dif-
ferent sets of HRTFs. As we can see from Fig. 5, the
subject turns directly to face the target in one smooth
movement before doing minor adjustments on the spe-
cific angle. This pattern appears more commonly when
subjects are tested on individualized HRTFs. On the
other hand, we can see a very clear indication of front
back confusion in Fig. 7 where the subjects rotated to
the completely opposite side of the target, but eventu-
ally resolve the issue using the relative movement of
the sound to their head. And matching with our hy-
pothesis, this pattern of front/back confusion can be
seen more often when subjects are performing the task
with generic HRTFs. Last but not least, Fig. 6 demon-
strates a head movement pattern that fits in between
the above two categories, which happens quite evenly
in the results from all four sets of HRTFs. An interest-
ing finding for this section is that how frequently these
patterns were observed in each set of HRTFs is not
reflected in the response time analysis. Since it makes
more sense to assume that the response time will be
noticeably higher if the subjects turn back and forth to
search for the sound source. This is something that will
be researched further in the future work.

In terms of whether the time- and frequency- domain
HRTF interpolation techniques are effective in keeping
components that are critical for auditory localization,
we can interpret the results in several different ways.
Looking at the statistical analysis on error values and
head movement onset times, the results from the time-
domain method is worse and is a lot closer to the data
resulted from the use of generic HRTFs. In addition,
the response time data and the feedback from several
of our subjects reveals that stimuli is harder to local-
ize and location is ambiguous during head movements.
It is stated in previous literature that the time-domain
method is mainly used for real-time systems that aim
to minimize the latency, but that it also produces less
stable results. The results from our subjective testing
supports the literature in that the time domain averag-
ing method produces less stable results in localization
accuracy.
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